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4 Key Parts of ML Pipeline

. Data (samples and features)
. Model

. Objective Function
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. Optimization

LO: Describe the 4 key parts of an ML pipeline 2



Pipeline

Formatting Transformation
Data of samples Model of text to labels Output
(a statistical model that "I (predicted sentiment

(samples of text with
their sentiment labels) handles text) lables)

Figure 1: A sketch of the machine learning pipeline. The boxes
represent elements where you, as an engineer, interject in the process.
You must find, inspect, treat, and format the data, specify a model (and
its computations), and inspect, validate, and evaluate the output of the

model.






Supervised Learning

How Supervised Machine Learning Works
STEP| STEP2

Provide the machine learning algorithm categorized or
“labeled” input and output data from to learn

Feed the machine new, unlabeled information to see if it tags
new data appropriately. If not, continue refining the algorithm
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TYPES OF PROBLEMS TO WHICH IT'S SUITED

CLASSIFICATION REGRESSION
+ - Sorting items

Identifying real values
g | into categories

(dollars, weight, etc.)

LO: Articulate the concept of a paradigm



Unsupervised Learning

How Unsupervised Machine Learning Works

STEPI

Provide the machine learning a

unlabeled input data to see
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STEP2
Observe and learn from the
patterns the machine identifies
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LO: Articulate the concept of a

CLUSTERING

Identifying similarities i
For Example:
the daia oin

ANOMALY DETECTION

Identifying abnormalities in data

For Example; 15 a hacker intruding in
our netwos

than others?

paradigm 6



Offline vs Online Learning

Training Stage
|

Machine
Feature Learn Predicted Labels
Extraction samng (Extracted Values|
Model ‘
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Prediction Stage
(a) Traditional Batch Machine Learning

1
Label
Revision
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Iteration

Machine
Learning
Algorithm

dback

) Machine
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(b) Online Machine Learning

LO: Articulate the concept of a paradigm
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Final Result

I

Final Result






Limitations
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Figure 1-22. Overfitting the training data

LO: Engage with Limitations 9



