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The base Spanish and Italian models (Figure 1) show little, or no, IC conditioned behavior:
pronouns referring to objects, in light purple, are not more likely after object-biased IC verbs
ACL 2021 | and vice versa for pronouns referring to subjects, dark purple. After fine-tuning on data

demoting ProDrop (data with overt pronouns; Figure 2), models show |C conditioned
behavior: IC verb bias influences the likelihood of pronouns.

August 2-4, 2021



https://conf.ling.cornell.edu/forrestdavis/
https://vansky.github.io/

